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Convex Functions
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Hessian Matrix

Convex Optimization: Convexity Test

The second-order gradient of the twice differentiable real function 
𝒇:𝑹𝒏 → 𝑹 , w.r.t. its vector argument

𝛻2𝑓 𝑥 =

𝜕2𝑓 𝑥

𝜕𝑥1
2

𝜕2𝑓 𝑥

𝜕𝑥1𝜕𝑥2
⋯

𝜕2𝑓 𝑥

𝜕𝑥1𝜕𝑥𝑛
𝜕2𝑓 𝑥

𝜕𝑥2𝜕𝑥1

𝜕2𝑓 𝑥

𝜕𝑥2
2 ⋯

𝜕2𝑓 𝑥

𝜕𝑥2𝜕𝑥𝑛
⋮ ⋮ ⋱ ⋮

𝜕2𝑓 𝑥

𝜕𝑥𝑛𝜕𝑥1

𝜕2𝑓 𝑥

𝜕𝑥𝑛𝜕𝑥2
⋯

𝜕2𝑓 𝑥

𝜕𝑥𝑛
2
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Convexity Test with Hessian

Convex Optimization: Convexity Test

A function 𝒇 is convex if and only if its 𝒏 × 𝒏 Hessian matrix is positive 
semidefinite for all possible values of 𝒙 ∈ 𝑹𝒏
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Convex Optimization: Convexity Test

𝜕2𝑓 𝑥1, 𝑥2

𝜕𝑥1
2

𝜕2𝑓 𝑥1, 𝑥2

𝜕𝑥2
2 −

𝜕2𝑓 𝑥1, 𝑥2
𝜕𝑥1𝜕𝑥2

2

𝜕2𝑓 𝑥1, 𝑥2

𝜕𝑥1
2

𝜕2𝑓 𝑥1, 𝑥2

𝜕𝑥2
2

Convex
Strictly
Convex

Concave
Strictly

ConcaveQuantity

≥ 𝟎

≥ 𝟎

≥ 𝟎

> 𝟎

> 𝟎

> 𝟎

≤ 𝟎

≤ 𝟎

≥ 𝟎

< 𝟎

< 𝟎

> 𝟎

Convexity Test with Hessian
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𝑓 𝒙 = 𝑥1 − 𝑥2
2 = 𝑥1

2 − 2𝑥1𝑥2 + 𝑥2
2

𝜕𝑓 𝑥1, 𝑥2
𝜕𝑥1

= 2𝑥1 − 2𝑥2,

Convex Optimization: Convexity Test

Convexity Test with Hessian: Ex)

𝛻2𝑓 𝑥 =

𝜕2𝑓 𝑥1,𝑥2

𝜕𝑥1
2

𝜕2𝑓 𝑥1,𝑥2

𝜕𝑥1𝜕𝑥2

𝜕2𝑓 𝑥1,𝑥2

𝜕𝑥2𝜕𝑥1

𝜕2𝑓 𝑥1,𝑥2

𝜕𝑥2
2

=
2 −2

−2 2

𝜕𝑓 𝑥1, 𝑥2
𝜕𝑥2

= −2𝑥1 + 2𝑥2
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𝑓 𝒙 = 𝑥1 − 𝑥2
2 = 𝑥1

2 − 2𝑥1𝑥2 + 𝑥2
2

𝜕2𝑓 𝑥1, 𝑥2

𝜕𝑥1
2

𝜕2𝑓 𝑥1, 𝑥2

𝜕𝑥2
2 −

𝜕2𝑓 𝑥1, 𝑥2
𝜕𝑥1𝜕𝑥2

2

= 2 2 − −2 2 = 0

𝜕2𝑓 𝑥1, 𝑥2

𝜕𝑥1
2 = 2 > 0

𝜕2𝑓 𝑥1, 𝑥2

𝜕𝑥2
2 = 2 > 0

(1)

(2)

(3)

Since ≥ 0 holds for all three conditions
𝑓 𝒙 is convex.

However, it is not strictly convex because the 
first condition only gives = 0 rather than > 0.

Convex Optimization: Convexity Test

Convexity Test with Hessian: Ex)
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𝑓 is differentiable if dom 𝑓 is open and the gradient exists 
at each 𝑥 ∈ dom 𝑓

𝜵𝒇 𝒙 = (
𝜕𝑓 𝑥

𝜕𝑥1
,
𝜕𝑓 𝑥

𝜕𝑥2
, … ,

𝜕𝑓 𝑥

𝜕𝑥𝑛
)

Convex Optimization: Convexity Test

1st-order condition

Differentiable 𝑓 with convex domain is convex iff

𝒇 𝒚 ≥ 𝒇 𝒙 + 𝜵𝒇 𝒙 𝑻(𝒚 − 𝒙)

for all 𝒙, 𝒚 ∈ 𝑑𝑜𝑚 𝑓

General
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Convex Optimization: Convexity Test

𝑓 𝑥 + 𝛻𝑓 𝑥 𝑇(𝑦 − 𝑥)

first-order approximation of 𝑓
is global under estimator

(𝑥, 𝑓 𝑥 )

(𝑦, 𝑓 𝑦 )

𝒇 𝒚 − 𝒇 𝒙

(𝒚 − 𝒙)
≥ 𝜵𝒇(𝒙)

General

1st-order condition
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Convex Optimization: Convexity Test

2nd-order condition

For twice differentiable 𝑓 with convex domain 𝑓 is convex iff

for all 𝒙 ∈ 𝑑𝑜𝑚 𝑓.

𝜵𝟐𝒇(𝒙) ≽ 𝟎

If  𝜵𝟐𝒇 𝒙 ≻ 0 for all 𝒙 ∈ dom 𝑓, then 𝑓 is strictly convex.

𝑓 is twice differentiable if dom 𝑓 is open  and the Hessian 

𝜵𝟐𝒇 𝒙 ∈ 𝑺𝒏

𝛻2𝑓 𝑥 𝑖𝑗 =
𝜕2𝑓 𝑥

𝜕𝑥𝑖𝜕𝑥𝑗
, 𝑖, 𝑗 = 1,… , 𝑛,

exists at each 𝒙 ∈ dom 𝑓.

General
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Convex Optimization: Convexity Test
Examples

𝛻𝑓 𝑥 = 𝑃𝑥 + 𝑞, 𝛻2𝑓 𝑥 = 𝑃

𝑓 𝑥 =
1

2
𝑥𝑇𝑃𝑥 + 𝑞𝑇 + 𝑟 (with 𝑃 ∈ 𝑆𝑛)Quadratic function:

Least-Squares objective:

𝛻𝑓 𝑥 = 2𝐴𝑇(𝐴𝑥 − 𝑏), 𝛻2𝑓 𝑥 = 2𝐴𝑇𝐴

𝑓 𝑥 = 𝐴𝑥 − 𝑏 2
2

Quadratic-over-linear:

𝛻2𝑓 𝑥 =
2

y3
𝑦
−𝑥

𝑦
−𝑥

𝑇
≥ 0

Convex !
if 𝑷 ≥ 𝟎

Convex! 
(for any A)

Convex! 
for 𝑦 > 0

𝑓 𝑥, 𝑦 =  𝑥2
𝑦
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Practical methods for establishing convexity of a function

1. Verify definition (often simplified by restricting to a line)

2. For twice differentiable functions, show 𝜵𝟐𝒇(𝒙) ≽ 𝟎

3. Show that 𝑓 is obtained from simple convex functions 
by operations that preserve convexity

Nonnegative weighted sum

Composition with affine function

Pointwise maximum and supremum

Composition

Minimization

Perspective

Convex Optimization: Convex functions
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Convex Optimization: Simple Convex functions

Basic examples

• 𝒙𝒑 𝑓𝑜𝑟 𝑝 ≥ 1 𝑜𝑟 𝑝 ≤ 0; −𝒙𝒑 𝑓𝑜𝑟 0 ≤ 𝑝 ≤ 1

• 𝒆𝒙, − 𝐥𝐨𝐠𝒙 , 𝒙 𝒍𝒐𝒈𝒙

• 𝒙𝑻𝒙,  𝒙𝑻𝒙
𝒚 𝑓𝑜𝑟 𝑦 > 0 , (𝒙𝑻𝒙)𝟏/𝟐

• ∥ 𝒙 ∥ (any norm)

• 𝐦𝐚𝐱 𝒙𝟏, ⋯ , 𝒙𝒏 , 𝐥𝐨𝐠( 𝒆𝒙𝟏 +⋯+ 𝒆𝒙𝒏)

• 𝐥𝐨𝐠𝚽 𝒙

• 𝐥𝐨𝐠 𝒅𝒆𝒕 𝑿−𝟏 ( 𝑓𝑜𝑟 𝑋 ≻ 0 )

(Φ 𝑖𝑠 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 𝐶𝐷𝐹 )
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• 𝝀𝒎𝒂𝒙 𝑿

• 𝒇 𝒙 = 𝒙[𝟏] +⋯+ 𝒙 𝒌

• − 𝒊=𝟏
𝒎 𝐥𝐨𝐠 −𝒇𝒊 𝒙

• 𝒇 𝒙 = 𝐥𝐨𝐠𝐏𝐫𝐨𝐛 𝒙 + 𝒛 ∈ 𝑪

• 𝒙𝑻𝒀−𝟏

(𝑓𝑜𝑟 𝑋 = 𝑋𝑇)

(𝑠𝑢𝑚 𝑜𝑓 𝑙𝑎𝑟𝑔𝑒𝑠𝑡 𝑘 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑜𝑓 𝑥)

(on {𝑥|𝑓𝑖 𝑥 < 0}; 𝑓𝑖 𝑖𝑠 𝑐𝑜𝑛𝑣𝑒𝑥)

(𝐶 𝑖𝑠 𝑐𝑜𝑛𝑣𝑒𝑥, 𝑧 ~𝓝(0, ))

(𝑥 𝑖𝑠 𝑐𝑜𝑛𝑣𝑒𝑥 𝑖𝑛 𝑥, 𝑌 𝑓𝑜𝑟 𝑌 = 𝑌𝑇 ≻ 0)

More examples

Convex Optimization: Simple Convex functions
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Convex Optimization: Convex functions

𝐒𝐮𝐦𝐬, 𝐧𝐨𝐧𝐧𝐞𝐠𝐚𝐭𝐢𝐯𝐞 𝐬𝐜𝐚𝐥𝐢𝐧𝐠: 𝒊𝒇 𝒇 𝒊𝒔 𝒄𝒐𝒏𝒗𝒆𝒙,
𝒕𝒉𝒆𝒏 𝒈 𝒙 = 𝒇 𝑨𝒙 + 𝒃 𝒊𝒔 𝒄𝒐𝒏𝒗𝒆𝒙

P𝐨𝐢𝐧𝐭𝐰𝐢𝐬𝐞 𝐬𝐮𝐩:

𝐌𝐢𝐧𝐢𝐦𝐢𝐳𝐚𝐭𝐢𝐨𝐧:

𝒊𝒇 𝒉 𝒊𝒔 𝒄𝒐𝒏𝒗𝒆𝒙 & 𝒊𝒏𝒄𝒓𝒆𝒂𝒔𝒊𝒏𝒈, 𝒇 𝒊𝒔 𝒄𝒐𝒏𝒗𝒆𝒙,
𝒕𝒉𝒆𝒏 𝒈 𝒙 = 𝒉 𝒇 𝒙 𝒊𝒔 𝒄𝒐𝒏𝒗𝒆𝒙

𝐏𝐞𝐫𝐬𝐩𝐞𝐜𝐭𝐢𝐯𝐞 𝐭𝐫𝐚𝐧𝐬𝐟𝐨𝐫𝐦𝐚𝐭𝐢𝐨𝐧:

. . . and many, many others

𝒊𝒇 𝒇 𝒊𝒔 𝒄𝒐𝒏𝒗𝒆𝒙,
𝒕𝒉𝒆𝒏 𝒈 𝒙, 𝒕 = 𝒕𝒇  𝒙 𝒕 𝒊𝒔 𝒄𝒐𝒏𝒗𝒆𝒙 𝒇𝒐𝒓 𝒕 > 𝟎

𝐂𝐨𝐦𝐩𝐨𝐬𝐢𝐭𝐢𝐨𝐧 𝐫𝐮𝐥𝐞𝐬: 

𝒊𝒇 𝒇𝒂 𝒊𝒔 𝒄𝒐𝒏𝒗𝒆𝒙 𝒇𝒐𝒓 𝒆𝒂𝒄𝒉 𝜶 ∈ 𝑨,
𝒕𝒉𝒆𝒏 𝒈 𝒙 = 𝒔𝒖𝒑𝒂𝝐𝑨𝒇𝒂 𝒙 𝒊𝒔 𝒄𝒐𝒏𝒗𝒆𝒙

𝒊𝒇 𝒇 𝒙, 𝒚 𝒊𝒔 𝒄𝒐𝒏𝒗𝒆𝒙,
𝒕𝒉𝒆𝒏 𝒈 𝒙 = 𝐢𝐧𝐟𝒚𝒇 𝒙, 𝒚 𝒊𝒔 𝒄𝒐𝒏𝒗𝒆𝒙

Calculus Operations

Convexity preserved under…

Operations



PRML Summer School 11th~12th July 2017                                                                           Hyunjung (Helen) Shin 16

Convex Sets
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Convex Optimization: Convex Set

Convex Set A convex set is a collection of points that, for each pair of 
points in the collection, the entire line segment joining 
these two points is also in the collections.

A set 𝑪 is convex iff for all 𝒙, 𝒚 ∈ 𝑪 and 0 ≤ 𝛼 ≤1,
𝛼𝒙 + (1 − 𝛼)𝒚 ∈ 𝑪

A convex set

𝒙

𝒇(𝒙)

A set that is not convex

𝒙

𝒇(𝒙)
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Practical methods for establishing convexity of a set 𝑪

Convex Optimization: Convex Set

1. Apply definition

𝛼𝒙 + 1 − 𝛼 𝒚 ∈ 𝑪, 𝒙, 𝒚 ∈ 𝑪 and 0 ≤ 𝛼 ≤ 1

2. Show that C is obtained from simple convex sets 
:hyperplanes, half-spaces, norm balls, . . . 

Intersection
Affine functions
Perspective function
Linear-fractional functions

3. Operations that preserve convexity
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Halfspace: 
set of the form 𝑥 𝑎𝑇𝑥 ≤ 𝑏 (𝑎 ≠ 0)

Hyperplanes are affine and convex

Hyperplane: 
set of the form 𝑥 𝑎𝑇𝑥 = 𝑏 (𝑎 ≠ 0)

𝑎 is the normal vector

Halfspaces are convex

Convex Optimization: Simple Convex Set
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Solution set of finitely many linear inequalities and equalities

𝐴𝑥 ≼ 𝑏, 𝐶𝑥 = 𝑑

(𝐴 ∈ ℝ𝑚×𝑛, 𝐶 ∈ ℝ𝑝×𝑛,
≼is componentwise inequality)

Polyhedron is intersection of finite number of halfspaces and hyperplanes

Polyhedra

Convex Optimization: Simple Convex Set
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(Euclidean) ball with center 𝑥𝑐 and radius 𝑟:

𝐵 𝑥𝑐 , 𝑟 = 𝑥 𝑥 − 𝑥𝑐 2 ≤ 𝑟 = {𝑥𝑐 + 𝑟𝑢| 𝑢 2 ≤ 1}

Ellipsoid: set of the form

{𝑥| 𝑥 − 𝑥𝑐
𝑇𝑃−1 𝑥 − 𝑥𝑐 ≤ 1}

with 𝑃 ∈ 𝑆++
𝑛 (𝑖. 𝑒. , 𝑃 symmetric positive definite)

Other representation: {𝑥𝑐 + 𝐴𝑢| 𝑢 2 ≤ 1} with A square and nonsingular

Convex Optimization: Simple Convex Set
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Norm cone

{(𝑥, 𝑡)| 𝑥 ≤ 𝑡}

Norm cones are convex

Euclidean norm cone is called second-order cone

Convex Optimization: Simple Convex Set
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PSD Cone

𝑆𝑛 is set of symmetric
𝑛 × 𝑛 matrices

𝑋 ∈ 𝑆+
𝑛 ⇔ 𝑧𝑇𝑋𝑧 ≥ 0 for all 𝑧

Example: 
𝑥 𝑦
𝑦 𝑧 ∈ 𝑆+

2

where 𝑆+
𝑛 is convex cone,

𝑆+
𝑛 = {𝑋 ∈ 𝑆𝑛|𝑋 ≥ 0}

positive semidefinite 𝑛 × 𝑛 matrices
𝑆++
𝑛 = {𝑋 ∈ 𝑆𝑛|𝑋 > 0}: 

positive definite 𝑛 × 𝑛 matrices

PD Cone

Convex Optimization: Simple Convex Set
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Intersection

Convex Optimization: Convex Set
Operations

The intersection of (any number of) convex sets is convex
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Suppose 𝑓: ℝ𝑛 → ℝ𝑚 is affine 

The image of a convex set under 𝑓 is convex

The inverse image 𝑓−1 𝑪 of a convex set under 𝑓 is convex

𝑆 ⊆ ℝ𝑛 convex                    𝑓 𝑆 = 𝑓 𝑥 𝑥 ∈ 𝑆}

𝐶 ⊆ ℝ𝑚 convex                    𝑓−1 𝐶 = 𝑥 ∈ ℝ𝑛 𝑓(𝑥) ∈ 𝐶}

Scaling, Translation, Projection

Solution set of linear matrix inequality, 
𝑥 𝑥1𝐴1 +⋯+ 𝑥𝑚𝐴𝑚 ≤ 𝐵 with 𝐴𝑖 , 𝐵 ∈ 𝑆𝑝

Hyperbolic cone {𝑥|𝑥𝑇𝑃𝑥 ≤ 𝑐𝑇𝑥 2, 𝑐𝑇𝑥 ≥ 0} with 𝑃 ∈ 𝑆+
𝑛

Affine Function

Convex Optimization: Convex Set
Operations

𝑓 𝒙 = 𝑨𝒙 + 𝒃 𝑨 ∈ ℝ𝑚×𝑛, 𝒃 ∈ ℝ𝑚
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Perspective Function

𝑃 𝑥, 𝑡 =  𝑥 𝑡 , dom 𝑃 = {(𝑥, 𝑡)|𝑡 > 0}

The (inverse) images of convex sets under perspective are convex

Linear-fractional Function

𝑓 𝑥 =
𝐴𝑥+𝑏

𝑐𝑇𝑥+𝑑
, dom 𝑓 = {𝑥|𝑐𝑇𝑥 + 𝑑 > 0}

Convex Optimization: Convex Set

𝑃 ∶ ℝ𝑛+1 → ℝ𝑛,

𝑓 ∶ ℝ𝑛 → ℝ𝑚

The (inverse) images of convex sets under linear-fractional 
functions are convex

Operations


